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- Cray programming models on Interlagos
- OpenMP
- PGAS (UPC, Fortran coarrays)
- MPI
XE6 Node

10 12X Gemini Channels
(Each Gemini acts like two nodes on the 3D Torus)

High Radix YARC Router with adaptive Routing
168 GB/sec capacity

Cray Baker Node Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Cores</td>
<td>32*</td>
</tr>
<tr>
<td>Peak Performance</td>
<td>~300 Gflops/s</td>
</tr>
<tr>
<td>Memory Size</td>
<td>64 GB per node</td>
</tr>
<tr>
<td>Memory Bandwidth</td>
<td>85 GB/sec</td>
</tr>
</tbody>
</table>
Interlagos Processor Architecture

- Interlagos is composed of a number of “Bulldozer modules” or “Compute Unit”
  - A compute unit has shared and dedicated components
    - There are two independent integer units; shared L2 cache, instruction fetch, Icache; and a *shared*, 256-bit Floating Point resource
  - A single Integer unit can make use of the entire Floating Point resource with 256-bit AVX instructions
    - Vector Length
      - 32 bit operands, VL = 8
      - 64 bit operands, VL = 4
Building an Interlagos Processor

- Each processor die is composed of 4 compute units
  - The 4 compute units share a memory controller and 8MB L3 data cache
  - Each processor die is configured with two DDR3 memory channels and multiple HT3 links
Two MPI Tasks on a Compute Unit ("Dual-Stream Mode")

- An MPI task is pinned to each integer unit
  - Each integer unit has exclusive access to an integer scheduler, integer pipelines and L1 Dcache
  - The 256-bit FP unit, instruction fetch, and the L2 Cache are shared between the two integer units
    - 256-bit AVX instructions are dynamically executed as two 128-bit instructions if the 2nd FP unit is busy

- When to use
  - Code is highly scalable to a large number of MPI ranks
  - Code can run with a 2GB per task memory footprint
  - Code is not well vectorized
One MPI Task on a Compute Unit ("Single Stream Mode")

- Only one integer unit is used per compute unit
  - This unit has exclusive access to the 256-bit FP unit and is capable of 8 FP results per clock cycle
  - The unit has twice the memory capacity and memory bandwidth in this mode
  - The L2 cache is effectively twice as large
  - The peak of the chip is not reduced

- When to use
  - Code is highly vectorized and makes use of AVX instructions
  - Code benefits from higher per task memory size and bandwidth
One MPI Task per compute unit with Two OpenMP Threads ("Dual-Stream Mode")

- An MPI task is pinned to a compute unit
- OpenMP is used to run a thread on each integer unit
  - Each OpenMP thread has exclusive access to an integer scheduler, integer pipelines and L1 Dcache
  - The 256-bit FP unit and the L2 Cache is shared between the two threads
  - 256-bit AVX instructions are dynamically executed as two 128-bit instructions if the 2nd FP unit is busy
- When to use
  - Code needs a large amount of memory per MPI rank
  - Code has OpenMP parallelism at each MPI rank
Running in Dual or Single-Stream modes

- **Dual-Stream mode** is the current *default* mode. General use does not require any options. CPU affinity is set automatically by ALPS.

- **Single-Stream mode** is specified through the `-j aprun option`. Specifying `-j 1` tells aprun to place 1 process or thread on each compute unit.

- When OpenMP threads are used, the `-d` option must be used to specify how many threads will be spawned per MPI process. See the `aprun(1)` man page for more details. The `aprun -N` option may be used to specify the number of MPI processes to assign per compute node or `-S` to specify the number of processes per Interlagos die. Also, the environment variable `$OMP_NUM_THREADS` needs to be set to the correct number of threads per process.

- For example, the following spawns 4 MPI processes, each with 8 threads, using 1 thread per compute unit.

  ```bash
  OMP_NUM_THREADS=8   aprun -n 4 -d 8 -j 1 ./a.out
  ```
NUMA Considerations

- Each Interlagos processor has 2 NUMA memory domains, each with 4 Bulldozer Modules. Access to memory located in a remote NUMA domain is slower than access to local memory. Bandwidth is lower, and latency is higher.

- OpenMP performance is usually better when all threads in a process execute in the same NUMA domain. For the Dual-Stream case, 8 CPUs share a NUMA domain, while in Single-Stream mode 4 CPUs share a NUMA domain. Using a larger number of OpenMP threads per MPI process than these values may result in lower performance due to cross-domain memory access.

- When running 1 process with threads over the NUMA domains, it’s critical to initialize (not just allocate) memory from the thread that will use it in order to avoid NUMA side effects.
OpenMP

- **Supported in the Cray Compiling Environment (CCE)**
  - Latest release: CCE 8.1.4 (8.1.5 available February 28)
  - OpenMP directives recognized by default with CCE (no need for command-line option)
  - **OpenMP 3.1 compliant**, working on OpenMP 4.0 compliance

- **Participant in OpenMP standard committee**

- **OpenMP and automatic multithreading fully integrated**
  - Share the same runtime and resource pool
  - Aggressive loop restructuring and scalar optimization done in the presence of OpenMP
  - Consistent interface for managing OpenMP and automatic multithreading
Adding OpenMP to an MPI Program

● For the next decade (at least) all HPC systems will have the same basic architecture:
  ● Message passing between nodes
  ● Multithreading within the node
    ● MPI will not do
  ● Vectorization at the lowest level
    ● SSE, AVX...
    ● GPU, MIC...

● Current petascale applications are not structured to take advantage of these architectures
  ● Currently 80-90% of applications use a single level of parallelism
    ● message passing between cores of the MPP system
  ● Looking forward, application developers are faced with a significant task in preparing their applications for the future
Three Levels of Parallelism Required

1. Developers will continue to use MPI between nodes or sockets

2. Developers must address using a shared memory programming paradigm on the node

3. Developers must vectorize low level looping structures

While there is a potential acceptance of new languages for addressing all levels directly. Most developers cannot afford this approach until they are assured that the new language will be accepted and the generated code is within a reasonable performance range
PGAS for Cray XE Systems
PGAS

- PGAS languages (UPC & Fortran Coarrays) **fully optimized** and **integrated into the compiler**
  - UPC 1.2 and Fortran 2008 coarray support
  - No preprocessor involved
  - Target the network appropriately
  - Full debugger support with Allinea’s DDT
Enhancements / Changes in CCE 8.1 (3Q 2012)

- Full support for the Fortran 2008 language standard
  - ‘ftn –h caf’ option to recognize Fortran coarray syntax enabled by default
  - Predefined macro _CRAY_COARRAY defined with –h caf

- UPC is still an extension to C (not part of the language standard) so it is NOT enabled by default

- Additional UPC and Fortran coarray shared data structures are now automatically grouped into block transfers, yielding improved data transfer speeds
Enhancements / Changes in CCE 8.1 (3Q 2012)

- Improvement to conflict detection for writes to UPC shared data, or to Fortran coarrays, allows applications to achieve faster message rates for the common case of no write conflicts.

- ‘cc –h bounds’ option provides checking of UPC shared array accesses to ensure that are within acceptable boundaries (use –h nobounds to disable these checks).

- Some system headers were removed from upc.h, including stdlib.h which includes sys/types.h:
  - Do not rely on upc.h to include other system headers.
  - For example, include stdint.h in your code if you need sys/types.h.
Enhancements for CCE 8.2

● Targeted release date: 3Q 2013

● The following are planned enhancements
  ● Support for UPC 1.3 specification
  ● Add UPC barrier and all-reduce collectives with PE subset support
  ● Provide application filename and line number information for PGAS runtime errors
  ● Introductory version of Coarry C++, a data distribution model for C++, similar to Fortran Coarrays
    ● Looking for “friendly users” to try a prototype of Coarray C++ to give us feedback
MPI for Cray XE/XK7 Systems
Cray MPI Overview

- MPT 5.6.0 released November 2012
- MPT 5.6.2 coming in February 2013
- ANL MPICH2 version supported: 1.5b1
- MPI accessed via `cray-mpich2` module (used to be `xt-mpich2`)
- Full MPI2 support (except process spawning) based on ANL MPICH2
  - Cray uses the MPICH2 Nemesis layer for Gemini
  - Cray provides tuned collectives
  - Cray provides tuned ROMIO for MPI-IO
- See `intro_mpi` man page for details on environment variables, etc.
Gemini Features Used by MPI

● **FMA (Fast Memory Access)**
  - Used for small messages
  - Called directly from user mode
  - Very low overhead ➔ good latency

● **DMA offload engine (BTE or Block Transfer Engine)**
  - Used for larger messages
  - All ranks on node share BTE resources (4 virtual channels / node)
  - Processed via the OS (no direct user-mode access)
  - Higher overhead to initiate transfer
  - Once initiated, BTE transfers proceed without processor intervention
    - Best means to overlap communication with computation

● **AMOs (Atomic Memory Operations)**
  - Provide a fast synchronization method for collectives
Recent Cray MPI Enhancements

● Asynchronous Progress Engine
  ● Used to improve communication/computation overlap
  ● Each MPI rank starts a “helper thread” during MPI_Init
  ● Helper threads progress the MPI state engine while application is computing
  ● Only inter-node messages that use Rendezvous Path are progressed (relies on BTE for data motion)
  ● Both Send-side and Receive-side are progressed
  ● Only effective if used with core specialization to reserve a core/node for the helper threads
  ● Must set the following to enable Asynchronous Progress Threads:
    ● export MPICH_NEMESIS_ASYNC_PROGRESS=1
    ● export MPICH_MAX_THREAD_SAFETY=multiple
    ● Run the application with corespec: aprun -n XX -r 1 ./a.out
  ● 10% or more performance improvements with some apps
Async Progress Engine Example

2P Example without using Async Progress Threads
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MP1_Wait() → Take a trip through Progress Engine, match msg, fire off BTE and wait until it completes
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Async Progress Engine Example

2P Example using Async Progress Threads

MPI_Isend (to Rank B) → send wakeup Msg to Thread B1

Compute Compute Compute MPI_Wait()

MPI_Irecv() (from Rank A)

Compute Compute Compute MPI_Wait() → Recv is already complete. Just finish bookkeeping.

Data Transfer

Wakeup! Trip through Progress Engine, match msg and fire off BTE. Back to sleep.

T0 T1 T2 T3 T4

NCSA Workshop, February 2013 Cray Inc.
Recent Cray MPI Enhancements (Cont’d)

Examples of recent collective enhancements:

- **MPI_Gatherv**
  - Replaced poorly-scaling ANL all-to-one algorithm with tree-based algorithm
  - Used if average data size is $\leq 16k$ bytes
  - MPICH_GATHERV_SHORT_MSG can be used to change cutoff
  - $500X$ faster than default algorithm at $12,000$ ranks with $8$ byte messages

- **MPI_Allgather / MPI_Allgatherv**
  - Optimized to access data efficiently for medium to large messages (4k – 500k bytes)
  - $15\%$ to $10X$ performance improvement over default MPICH2

- **MPI_Barrier**
  - Uses DMAPP GHAL collective enhancements
    - To enable set: `export MPICH_USE_DMAPP_COLL=1`
    - Requires DMAPP (libdmapp) be linked into the executable
    - Internally `dmapp_init` is called (may require hugepages, more memory)
    - Nearly $2x$ faster than default MPICH2 Barrier

- **Improved MPI_Scatterv algorithm for small messages**
  - Significant improvement for small messages on very high core counts
  - See MPICH_SCATTERV_SHORT_MSG for more info
  - Over $15X$ performance improvement in some cases
MPI Collectives Optimized for XE/XK

Optimizations **on** by default unless specified for:

- `MPI_Alltoall`
- `MPI_Alltoallv`
- `MPI_Bcast`
- `MPI_Gather`
- `MPI_Gatherv`
- `MPI_Allgather`
- `MPI_Allgatherv`
- `MPI_Scatterv`

Optimizations **off** by default unless specified for

- `MPI_Allreduce` and `MPI_BARRIER`
  - These two use DMAPP FHAL enhancements. *Not enabled by default.*
  - export `MPICH_USE_DMAPP_COLL=1`
MPI_Gatherv Performance

8 Byte MPI_Gatherv Scaling
Comparing Default vs Optimized Algorithms
on Cray XE6 Systems

500X Improvement at 16,000 Ranks.

Default Gatherv
Optimized Gatherv

2,111,500 us
473,620 us

Cray Inc.
NCSA Workshop, February 2013
Improved MPI_Alltoall

MPI_Alltoall with 10,000 Processes
Comparing Original vs Optimized Algorithms on Cray XE6 Systems

Message Size (in bytes)

Microseconds

Original Algorithm
Optimized Algorithm
MPI_Allgather Improvements

8-Byte MPI_Allgather and MPI_Allgatherv Scaling
Comparing Original vs Optimized Algorithms
on Cray XE6 Systems

Microseconds

Original Allgather
Optimized Allgather
Original Allgatherv
Optimized Allgatherv

Number of Processes
1024p 2048p 4096p 8192p 16384p 32768p
Recent Cray MPI Enhancements (Cont’d)

- **Minimize MPI memory footprint**
  - Optional mode to allow fully connected pure-MPI jobs to run across large number of cores
  - Memory usage slightly more than that seen with only 1 MPI rank per node
  - See MPICH_GNI_VC_MSG_PROTOCOL env variable
  - May reduce performance significantly but will allow some jobs to run that could not otherwise

- **Static vs dynamic connection establishment**
  - Optimizations for performance improvements to both modes
  - Static mode most useful for codes that use MPI_Alltoall
  - See MPICH_GNI_DYNAMIC_CONN env variable
Recent Cray MPI Enhancements (Cont’d)

- **MPI-3 non-blocking collectives available as MPIX functions**
  - Reasonable overlap seen for messages more than 16K bytes, 8 or less ranks per node and at higher scale
  - Recommend to use core-spec (aprun –r option) and setting MPICH_NEMESIS_ASYNC_PROGRESS=1 and MPICH_MAX_THREAD_SAFETY=multiple

- **MPI I/O file access pattern statistics**
  - When setting MPICH_MPIIO_STATS=1, a summary of file write and read access patterns are written by rank 0 to stderr
  - Information is on a per-file basis and written when the file is closed
  - The “Optimizing MPI I/O” white paper describes how to interpret the data and makes suggestions on how to improve your application.
    - Available on docs.cray.com under Knowledge Base

- **Improved overall scaling of MPI to over 700K MPI ranks**
  - Number of internal mailboxes now dependent on the number of ranks in the job. See MPICH_GNI_MBOXES_PER_BLOCK env variable for more info
  - Default value of MPICH_GNI_MAX_VSHORT_MSG_SIZE now set to 100 bytes for programs using more than 256K MPI ranks. This is needed to reduce the size of the pinned mailbox memory for static allocations.
MPI Rank Order

*Is your nearest neighbor really your nearest neighbor?*

*And do you want them to be your nearest neighbor?*
MPI Rank Placement

- **Change default rank ordering with:**
  - MPICH_RANK_REORDER_METHOD

- **Settings:**
  - 0: *Round-robin* placement – Sequential ranks are placed on the next node in the list. Placement starts over with the first node upon reaching the end of the list.
  - 1: *SMP-style* placement – Sequential ranks fill up each node before moving to the next. - DEFAULT
  - 2: *Folded* rank placement – Similar to round-robin placement except that each pass over the node list is in the opposite direction of the previous pass.
  - 3: *Custom ordering* - The ordering is specified in a file named MPICH_RANK_ORDER.
Maximize on-node communication between MPI ranks

Grid detection and rank re-ordering is helpful for programs with significant point-to-point communication

Relieve on-node shared resource contention by pairing threads or processes that perform different work (for example computation with off-node communication) on the same node
Automatic Communication Grid Detection

- Cray performance tools produce a custom rank order if it’s beneficial based on grid size, grid order and cost metric.

- Heuristics available for:
  - MPI sent message statistics
  - User time (time spent in user functions) – can be used for PGAS codes
  - Hybrid of sent message and user time

- Summarized findings in report

- Available with sampling or tracing

- Describe how to re-run with custom rank order
## Table 1: Profile by Function Group and Function

<table>
<thead>
<tr>
<th>Time%</th>
<th>Time</th>
<th>Imb. Time</th>
<th>Imb. Time%</th>
<th>Calls</th>
<th>Group Function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>PE=HIDE</td>
</tr>
<tr>
<td>100.0%</td>
<td>463.147240</td>
<td></td>
<td>--</td>
<td>--</td>
<td>21621.0</td>
</tr>
<tr>
<td>52.0%</td>
<td>240.974379</td>
<td></td>
<td>--</td>
<td>--</td>
<td>21523.0</td>
</tr>
<tr>
<td>47.7%</td>
<td>221.142266</td>
<td>36.214468</td>
<td>14.1%</td>
<td>10740.0</td>
<td>mpi_recv</td>
</tr>
<tr>
<td>4.3%</td>
<td>19.829001</td>
<td>25.849906</td>
<td>56.7%</td>
<td>10740.0</td>
<td>MPI_SEND</td>
</tr>
<tr>
<td>43.3%</td>
<td>200.474690</td>
<td></td>
<td>--</td>
<td>--</td>
<td>32.0</td>
</tr>
<tr>
<td>41.0%</td>
<td>189.897060</td>
<td>58.716197</td>
<td>23.6%</td>
<td>12.0</td>
<td>sweep_</td>
</tr>
<tr>
<td>1.6%</td>
<td>7.579876</td>
<td>1.899097</td>
<td>20.1%</td>
<td>12.0</td>
<td>source_</td>
</tr>
<tr>
<td>4.7%</td>
<td>21.698147</td>
<td></td>
<td>--</td>
<td>--</td>
<td>39.0</td>
</tr>
<tr>
<td>4.3%</td>
<td>20.091165</td>
<td>20.005424</td>
<td>99.6%</td>
<td>32.0</td>
<td>mpi_allreduce_(sync)</td>
</tr>
<tr>
<td>0.0%</td>
<td>0.000024</td>
<td></td>
<td>--</td>
<td>--</td>
<td>27.0</td>
</tr>
</tbody>
</table>
MPI Grid Detection:

There appears to be point-to-point MPI communication in a 96 x 8 grid pattern. The 52% of the total execution time spent in MPI functions might be reduced with a rank order that maximizes communication between ranks on the same node. The effect of several rank orders is estimated below.

A file named MPICH_RANK_ORDER.Grid was generated along with this report and contains usage instructions and the Custom rank order from the following table.

<table>
<thead>
<tr>
<th>Rank Order</th>
<th>On-Node Bytes/PE</th>
<th>On-Node Bytes/PE% of Total</th>
<th>MPICH_RANK_REORDER_METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Custom</td>
<td>2.385e+09</td>
<td>95.55%</td>
<td>3</td>
</tr>
<tr>
<td>SMP</td>
<td>1.880e+09</td>
<td>75.30%</td>
<td>1</td>
</tr>
<tr>
<td>Fold</td>
<td>1.373e+06</td>
<td>0.06%</td>
<td>2</td>
</tr>
<tr>
<td>RoundRobin</td>
<td>0.000e+00</td>
<td>0.00%</td>
<td>0</td>
</tr>
</tbody>
</table>
The 'Custom' rank order in this file targets nodes with multi-core processors, based on Sent Msg Total Bytes collected for:

Program: /lus/nid00030/heidi/sweep3d/mod/sweep3d.mpi
Ap2 File: sweep3d.mpi+pat+27054-89t.ap2
Number PEs: 48
Max PEs/Node: 4

To use this file, make a copy named MPICH_RANK_ORDER, and set the environment variable MPICH_RANK_REORDER_METHOD to 3 prior to executing the program.

The following table lists rank order alternatives and the grid_order command-line options that can be used to generate a new order.
### Auto-Generated MPI Rank Order File

<table>
<thead>
<tr>
<th>Program: /lus/mid00023/malice/craypat/WORKSHOP/bh2o-demo/Rank/sweep3d</th>
<th>Total Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>sweep3d</td>
<td>104,556,16,628,80,636,56,620,48,516,112,580,88,548,120,612</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th># 'USER_Time_hybrid' rank order in this file targets nodes with multi-core processors, based on Sent Msg Total Bytes collected for:</th>
</tr>
</thead>
<tbody>
<tr>
<td># Program: /lus/mid00023/malice/craypat/WORKSHOP/bh2o-demo/Rank/sweep3d</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>sweep3d</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th># To use this file, make a copy named MPICH_RANK_ORDER, and set the environment variable MPICH_RANKORDER_MET HOD to 3 prior to executing the program.</th>
</tr>
</thead>
<tbody>
<tr>
<td># Program: /lus/mid00023/malice/craypat/WORKSHOP/bh2o-demo/Rank/sweep3d</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>sweep3d</td>
</tr>
</tbody>
</table>
grid_order Utility

- Can use grid_order utility without first running the application with the Cray performance tools if you know a program’s data movement pattern

- Originally designed for MPI programs, but since reordering is done by PMI, it can be used by other programming models (since PMI is used by MPI, SHMEM and PGAS programming models)

- Utility available if perftools modulefile is loaded

- See `grid_order(1)` man page or run `grid_order` with no arguments to see usage information
Reorder Example for Bisection Bandwidth

- Assume 32 ranks

- Decide on row or column ordering:

  - $\text{grid\_order} \ -\text{R} \ -g \ 2,16$
    
    0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15
    16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31

  - $\text{grid\_order} \ -\text{C} \ -g \ 2,16$
    
    0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30
    1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31

  - Since rank 0 talks to rank 16, and not with rank 1, we choose Row ordering
Reorder Example for Bisection Bandwidth (2)

- Specify cell (or chunk) to make sure rank pairs live on same node (but don’t care how many pairs live on a node)

- `$ grid_order –R –g 2,16 –c 2,1$

  
  0, 16
  1, 17
  2, 18
  3, 19
  4, 20
  5, 21
  6, 22
  7, 23
  8, 24
  9, 25
  10, 26
  11, 27
  12, 28
  13, 29
  14, 30
  15, 31

Fills a Magny-Cours node
Using New Rank Order

- Save grid_order output to file called MPICH_RANK_ORDER
- Export MPICH_RANK_REORDER_METHOD=3
- Run non-instrumented binary with and without new rank order to check overall wallclock time for improvements
Example Performance Results

● Default thread ordering
  ● Application 8538980 resources: utime $\sim 126\text{s}$, stime $\sim 108\text{s}$

● Maximized on-node data movement with reordering
  ● Application 8538982 resources: utime $\sim 38\text{s}$, stime $\sim 106\text{s}$
Some Useful Environment Variables
Four message protocols based on size of message...

- **Eager Message Protocol (up to 8K bytes)**
  - E0 and E1 Paths

- **Rendezvous Message Protocol**
  - R0 and R1 Paths

- **MPI environment variables that alter those paths**
MPI Inter-node Messaging

- Four Main Pathways through the MPICH2 GNI NetMod
  - Two EAGER paths (E0 and E1)
  - Two RENDEZVOUS (aka LMT) paths (R0 and R1)
- Selected Pathway is Based (generally) on Message Size

<table>
<thead>
<tr>
<th>E0</th>
<th>E1</th>
<th>R0</th>
<th>R1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>512</td>
<td>1K</td>
<td>512K</td>
</tr>
<tr>
<td>512</td>
<td>1K</td>
<td>2K</td>
<td>1MB</td>
</tr>
<tr>
<td>2K</td>
<td>4K</td>
<td>4K</td>
<td>2MB</td>
</tr>
<tr>
<td>4K</td>
<td>8K</td>
<td>8K</td>
<td>4MB</td>
</tr>
<tr>
<td>16K</td>
<td>32K</td>
<td>64K</td>
<td>++</td>
</tr>
<tr>
<td>32K</td>
<td>128K</td>
<td>256K</td>
<td>++</td>
</tr>
<tr>
<td>64K</td>
<td>512K</td>
<td>1MB</td>
<td>++</td>
</tr>
<tr>
<td>128K</td>
<td>256K</td>
<td>2MB</td>
<td>++</td>
</tr>
<tr>
<td>256K</td>
<td>512K</td>
<td>4MB</td>
<td>++</td>
</tr>
<tr>
<td>512K</td>
<td>1MB</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>1MB</td>
<td>2MB</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>2MB</td>
<td>4MB</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>4MB</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
</tbody>
</table>

- MPI env variables affecting the pathway
  - `MPICH_GNI_MAX_VSHORT_MSG_SIZE`
    - Controls max size for E0 Path  (Default varies with job size: 216-8152 bytes)
  - `MPICH_GNI_MAX_EAGER_MSG_SIZE`
    - Controls max message size for E1 Path  (Default is 8K bytes)
  - `MPICH_GNI_NDREG_MAXSIZE`
    - Controls max message size for R0 Path  (Default is 512K bytes)
  - `MPICH_GNI_LMT_PATH=disabled`
    - Can be used to Disable the entire Rendezvous (LMT) Path
MPICH_GNI_MAX_EAGER_MSG_SIZE

- Default is 8192 bytes
- Maximum size message that can go through the eager protocol.
- May help for apps that are sending medium size messages, and do better when loosely coupled. Does application have a large amount of time in MPI_Waitall? Setting this environment variable higher may help.
- Max value is 131072 bytes.
- Remember for this path it helps to pre-post receives if possible.
- Note that a 40-byte message header is included when accounting for the message size.
MPICH_GNI_RDMA_THRESHOLD

- Controls the crossover point between FMA and BTE path on the Gemini.

- Impacts the E1, R0, and R1 paths

- If your messages are slightly above or below this threshold, it may benefit to tweak this value.
  - Higher value: More messages will transfer asynchronously, but at a higher latency.
  - Lower value: More messages will take fast, low-latency path.

- Default: 1024 bytes
- Maximum value is 64K and the step size is 128

- All messages using E0 path (GNI Smsg mailbox) will be transferred via FMA regardless of the MPICH_GNI_RDMA_THRESHOLD value
MPICH_GNI_NUM_BUFS

- Default is 64 32K buffers (2M total)
- Controls number of 32K DMA buffers available for each rank to use in the Eager protocol
- May help to modestly increase. But other resources constrain the usability of a large number of buffers.
By default, mailbox connections are established when a rank first sends a message to another rank. This optimizes memory usage for mailboxes. This feature can be disabled by setting this environment variable to disabled.

For applications with all-to-all style messaging patterns, performance may be improved by setting this environment variable to disabled.
MPI-3 Support

- MPI-3 Forum active participant
  - Contributing to Fortran 2008 part of MPI-3

- Tracking ANL MPICH2 implementation of MPI-3

- Cray plans to support MPI-3 incrementally (some functionality is available now)

- Will provide optimizations focused to certain areas such as with non-blocking collectives
MPI-3 Features

● **Non-blocking collectives (MPT 5.6.0)**
  ● Available as MPIX_ functions
  
  ● Reasonable overlap seen for messages more than 16K bytes, 8 or less ranks per node and at higher scale
  
  ● Recommend to use core-spec (aprun –r option) and setting MPICH_NEMESIS_ASYNC_PROGRESS=1 and MPICH_MAX_THREAD_SAFETY=multiple
MPI-3 Features (2)

- Features planned for availability in 2013/2014

- Tools interface
- Mprobe
- MPI-3 const bindings
- Neighborhood collectives (functional)
- RMA (functional)
- Consistent use of []
- MPI_Count
- Fortran 2008 support
  - Needs compiler support

- Neighborhood collectives (optimized for topology)
- RMA (optimized to use DMAPP)
What’s Coming Next?

- GPU-to-GPU support
- Merge to MPICH 3.0 release from ANL
- Release and optimize MPI-3 features
- Improvements to small message MPI_Alltoall at scale
- Improvements to MPI I/O
- MPI Stats / Bottlenecks Display
Summary

● Cray MPI optimizations based on message transfer size and job size

● Cray works very hard to establish good defaults

● Should be able to get very good overlap of large pt2pt messages (use async progress engine with core specialization)

● Understand where your performance bottleneck is
  ● If MPI_Alltoall for example,
    ● Look at Alltoall-specific environment variables (man intro_mpi(3))
    ● Try the non-blocking collectives
  ● If communication load imbalance detected
    ● Try custom rank reorder
Questions
?