only 134 intermediates while reproducing the protein binding curve of the 1,612 parameter network up to an error of 1%. This network included the majority of the intermediates identified experimentally [11] and identified the observed 5’ to 3’ assembly order. We used NAMD to perform molecular dynamics simulations on these intermediates to investigate how they control the assembly process.

The cell architecture was based on slow-growing E. coli of dimensions 4.0 x 0.9 x 0.9 µm³ with an inner DNA-containing nucleoid region. The cell was discretized into 32 nm³ lattice sites. The operon sites for r-protein and rRNA were placed within the nucleoid region according to their position on the genome. Experimentally, ribosomes were observed to be excluded from the nucleoid region [12,13], so we biased the transition rates between the cytosol and nucleoid for ribosomes in order to recover this effect when DNA is omitted (fig. 1a). The diffusion constants for the mRNA, ribosomal subunits, full ribosomes, and proteins were taken from experiments [12,13].

We treated the transcription of ribosomal and messenger RNA explicitly and included the active decay of mRNA with rates derived from microarray experiments [14]. Translation of the r-proteins was modeled using explicit initiation and termination steps. The large subunit (50S) was included in the model, but participated only in assembly of the translating ribosome. Though cell division is a planned addition to this model, in the meantime we are treating the loss of species due to dilution as a simple first-order decay reaction. Finally, the assembly reactions were taken from the reduced model (fig. 1c).

The resulting model contained 251 species and 1,200 reactions, which made it the most complicated Lattice Microbes model to date. We were able to optimize the code to deal with the larger species and reaction counts through the development of just-in-time code generation for the reaction kernel. Our optimizations and the preliminary just-in-time code increased the performance of Lattice Microbes, such as it provides many GPU-enabled nodes, each of which can be run efficiently in a few-node parallel configuration. Future Tier-1 systems that may offer more capability for running many moderate-sized simulations that could in turn exchange data efficiently will greatly accelerate both our research and many similar problems in biomolecular simulation.

WHY BLUE WATERS?

Blue Waters was crucial to the investigation of this problem due to the size of system. Lattice Microbes requires NVIDIA GPUs, and was easily modified to take full advantage of the available K20X accelerators. These simulations are I/O intensive, generating trajectory files approximately 10 GB in size per trajectory, of which many are needed for a proper statistical analysis of the results. Blue Waters provided all the technical resources necessary for us to study this system.

Further work on this project will focus on the integration of other subsystems to build a highly realistic bacterium in silico. Using chromosome capture [15,16] and Brownian dynamics [17,18] we will build DNA dynamics into the cell with accurate loci positioning. This will eliminate the need for biased transition and allow for the development of replication. We will build metabolism and general gene expression into our model [18] to couple ribosome biogenesis with DNA dynamics. With metabolism included, exchange reactions between the cell and the environment will allow for the investigation of the system by perturbing the external nutrient conditions.

WHY BLUE WATERS?

Viruses such as influenza enter cells via a process of membrane fusion between the viral envelope and cellular membranes. Fusion is accomplished by the concerted action of specialized viral coat proteins, but how these proteins work together to achieve fusion is not known. We are using molecular dynamics simulations to understand how influenza fusion proteins interact in lipid membranes, predict structural features of this interaction, and test our understanding via biophysical experiments. Achieving this understanding requires the extensive compute power and fast networking that Blue Waters provides. Success in this endeavor will yield valuable hypotheses of how fusion proteins interact and contribute to viral entry mechanisms.
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INTRODUCTION

An influenza virus enters cells via a process of membrane fusion, mediated by the viral hemagglutinin protein (which is also the target of most influenza vaccines). Mutagenesis experiments have established that portions of the hemagglutinin protein that insert into host membranes are surprisingly sensitive to mutations, suggesting that protein-membrane interactions are key to viral infectivity. On the other hand, the membrane “anchor” that holds hemagglutinin in the viral envelope is critical to organizing and positioning the protein for fusion but is surprisingly robust to point mutations. The dynamics of protein-membrane interactions and loose protein assemblies in membranes are slow from an atomistic point of view but difficult to probe via experiments. Here, we have used large-scale molecular dynamics simulations to understand the formation of membrane assemblies by the hemagglutinin transmembrane “anchor” and pilot a methodology for exploring such assemblies on a larger scale.

METHODS & RESULTS

Viruses such as influenza enter cells via a process of membrane fusion between the viral envelope and cellular membranes. Fusion is accomplished by the concerted action of specialized viral coat proteins, but how these proteins work together to achieve fusion is not known. We are using molecular dynamics simulations to understand how influenza fusion proteins interact in lipid membranes, predict structural features of this interaction, and test our understanding via biophysical experiments. Achieving this understanding requires the extensive compute power and fast networking that Blue Waters provides. Success in this endeavor will yield valuable hypotheses of how fusion proteins interact and contribute to viral entry mechanisms.

WHY BLUE WATERS?

This work relies on having both long simulations and many simulations to achieve rigorous sampling of a complex and slow physical process. Blue Waters combines these features, as it provides many GPU-enabled nodes, each of which can be run efficiently in a few-node parallel configuration. Future Tier-1 systems that may offer more capability for running many moderate-sized simulations that could in turn exchange data efficiently will greatly accelerate both our research and many similar problems in biomolecular simulation.