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The proton: a complex system
of quarks and gluons

Inside the 
Proton:
up-quark 
transverse
momentum
distribution



Mapping Proton Quark Structure 
using Petabytes of COMPASS data

• Map quark spin and transverse momentum inside the proton 
 COMPASS Experiment @ CERN

• COMPASS raw data mass production with “PanDA”

• COMPASS Monte Carlo mass productions

• User analysis
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Mapping Proton Quark Structure 
using Petabytes of COMPASS data
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Blue Waters 
team 

contributions
Strong support in
adapting CERN

software and data
transfer

Broader 
Impact & 

Shared Data

Products

Why Blue 
Waters?

Accomplishments

Key 
Challenges

Why it 
matters

Analysis of large raw data 
and Monte-Carlo data

samples

Blue Waters allows for 
high-precision analysis 

and allows for novel 
studies otherwise too CPU 

intensive.

Exploration of transverse 
momentum- and spin-

distributions of quarks in the 
proton 

Adaption of ATLAS tool 
“PanDA” to COMPASS.
COMPASS-specific job 

templates 

First MC mass productions.
First RD mass production 
with PanDA about to be 

launched.
Input to various physics 

analyses.

Education of students and young 
postdocs in petascale computing.

Creation of reference data productions 
shared with ~250 researchers.



Spin and Angular Momentum Structure: 
from QED (Hydrogen) to QCD (Proton)

Understand the bound system and its excitation levels. •
Spin• -orbit correlations in QCD similar to those in QED.

• “Proton (hyper)fine structure”
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unpolarized long. polarized trans. polarized

↑→

Why it 
matters

Hydrogen atom - “wave function”

spin
orbital 
angular 

momentum

monopole

dipole quadrupole

~ 1930’s: Quantum Electro Dynamics QED
(the theory of the electromagnetic force between charged particles)

~ 2010’s: Quantum Chromo Dynamics QCD
(the theory of the strong nuclear force between quarks)

with transverse degrees of freedom

COMPASS:
Correlation between 
transverse proton spin
and intrinsic transverse
quark momentum
 access to orbital 
angular momentum?!

Sivers
function
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QED vs QCD:  The path from early evidence
 models  ab initio calculations  applications
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Why it 
matters



Sivers effect: distortion of quark transverse
momentum distributions with respect to proton spin
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EIC “White Paper” arXiv:1212.1701, based on M. Anselmino 
et al., J. Phys. Conf. Ser. 295, 012062 (2011), arXiv:1012.3565

Why it 
matters

transverse
momentum
distribution

Transverse Quark Momentum Leads to angular 
asymmetries for final state particle distributions

COMPASS Measurements
with muon and hadron
Beams:



COMPASS @ CERN
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LHC

SPS

CERN 
North 
Area

CERN = European Center for Nuclear Research
COMPASS = COmmon Muon Proton Apparatus for Structure and Spectroscopy

Switzerland 

France 

Lake 
Geneva

Geneva 
airport

240 physicists from
12 countries + CERN,

24 institutions

Why it 
matters
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COMPASS @ CERN

8

Switzerland 

France 

Lake 
Geneva

Geneva 
airport

Key 
Challenges

200,000 instrumentation channels readout 
40,000 times every second for 220 days/year
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Data taking years: 2015,  2016, 2017, 2018.
7 months of operation (April - November).
each year ~ 1.0-2.0 petabyte of data. 

Analog detector signals are amplified, 
digitized and readout: 
~40k events recorded per second with 
20 kB/event -> 0.8 GB/sec.

~50k events written in 
1 file of ~ 1 GB (chunk)

Example: 2015 DY raw data (RD) simulated data 
(MC)

alignment periods 9 2

number of events [M>2GeV] 41 M 12,800 M

file size 1 GB 5 GB

total volume 750 TB 165 TB

files 770,000 33,000

file type raw GEANT

Data Volume from Detection of Final State ParticlesKey 
Challenges



COMPASS data productions - the principle
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Read out all detector 
planes (>300)

& write to disk at CERN: 
Data AcQuisition = DAQ

Calibration: physical 
energy deposits in detectors

Alignment: 
spatial hits 
in detectors

CORAL = COmpass 
Reconstruction Analysis Library

track 
reconstructionmini-DSTs 

(Data Summary Trees)

raw 
data

skimmed μ-DSTs 
with reduced information 

User analysis

PHAST = PHysics Analysis Software Tools

GEANT4
Toolkit for the simulation of the 

passage of particles through matter
http://geant4.web.cern.ch

2D efficiency maps

CPU 
intensive 

part

MC (Monte Carlo simulation)RD (Real Data)

if 
RD

mySQL DB if 
MC

Key 
Challenges

If coincident signal in trigger detectors: 

Simulations of the 
detectors play a central 
role in understanding 

subtle detector effects and 
removing background 
events from the data 

sample. 

Physics event generator
signal & background 

Example PYTHIA: generation of 
high-energy physics events

http://home.thep.lu.se/Pythia

measured instrumentation data
have been turned into physical
parameters for final state particles 

http://geant4.web.cern.ch
http://home.thep.lu.se/Pythia


COMPASS on Blue Waters: Breakdown of Analysis Tasks
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MC 
(Monte Carlo) 

production: ~75%
Physics-
level user 

analysis: 5%

RD 
(raw data) 

production: 20%

Collaborating 
institutions

Key 
Challenges



Raw Data Mass Production
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Example: April 24 - May 3: 150 TB transferred
1 bin = 1 hour, peak = 6 TB/h or 1.5 GB/s

In the past 12 months, 1 petabyte of raw data (mostly 2015) was transferred 
from CERN to Blue Waters and is stored on Blue Waters Nearline (tape).

FTS3 effectively uses globus-url-copy

More to come  (2016, 2017, 2018)!

FTS3

Transfer of raw COMPASS data from CERN to BW

Caroline Riedl

Artem Petrosyan & 
Riccardo Longo

Accomplishments

• PanDA = Production ANd Distributed Analysis = 
data production and monitoring system  developed 
for ATLAS-LHC.

• Artem is experienced with running PanDA at CERN 
and running PanDA on BW-like HPC cluster 
ANSELM in the Czech Republic.



Raw Data Mass Productions
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1 yellow box = 1 node with each 32 CPUs

1 year of data taking ~ 1,000,000 jobs or 10 periods
100,000 jobs = 1 period

1 process = 1 CPU = 1 RD raw data file (chunk)

2016: tested 1/4 green box during 
exploratory phase (without PanDA)

→ 1 year of RD data: 
~ 5 days on Blue Waters

~ 50 days with CERN computing 

Factor 10 in time gain

Accomplishments

Artem Petrosyan & Riccardo Longo

Marco Meyer

total 512 processes
240-320 node hours

~15-20 h wall time, 16 nodes

32 32 32 32

32 32 32 32

32 32 32 32

32 32 32 32

1 pilot ⇒ 1 qsub 512 processes

512 processes

.

.

.

total ~ 192,000 processes
90k-120k node hours
~15-20 h wall time, 

~6,000 nodes

1 submission campaign

x 384

5 submission campaigns of each 20h wall time 
= 1 year of COMPASS RD data 

Exploratory productions in progress. 
Plan to run up to 3 of these campaigns 

(2015, 2016, 2017 COMPASS data 
samples) by end of August

450k-600k node hours

1 blue box = 1 pilot



Monte-Carlo Mass Productions: “DY15”
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• 2-3 boxes are submitted to the BW grid 
simultaneously.
• 1 box = 33 jobs or 100,000 node hours
• 1 job = 100 nodes

• If jobs from 2 boxes run in parallel, they take 2x 
3,300 nodes, or 1/4 of BW. 

• Using #PBS -l flags=commtransparent

signal & background 
process types

data periods with 
different detector 

and beam 
alignments

MC W12 W07

Drell Yan 
<4.2GeV

March 28 April 30

Drell Yan 
>4.2GeV

March 28 April 30

J/ψ April 5 May 15

ψ’ April 9 May 15

Open Charm April 5 May 15

Accomplishments

Charles Naim & 
Marco Meyer

This plot from PRL 119, 112002 (2017) contains the data from 
a 2017 pilot MC production on BW (not the mass production).

Example: simulation for “Drell-Yan 2015” 

The dates indicate the 
2018 submission date.

Invariant mass of 2 oppositely charged muons (= heavy electrons): 
Real Data vs. Monte Carlo data comparison
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Example of Blue Waters usage on May 16

3.56M core hours in the 
past 24h or 3.56M/32 

=111k node hours

DY15 mass production of 
MC data: 2 of 10 parts 
running simultaneously



Drell-Yan cross section
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Luminosity(trigger, reconstruction, 
detector) Efficiencies

Multi-dimensional analysis 
(M, xF, qT, Zvtx)

Marco Meyer & 
Charles Naim

Accomplishments

Example of using DY15 
MC mass production

study of flux 
stability in real data

Integrated 
cross section

Acceptance

Work in progress

Plot not yet 
public
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- Kolmogorov test probability of compatibility, 
for different parameter values

- 1,300 configurations, studied  (~ 20 are worthwhile) 

Tuning and analysis of Drell-Yan data
“kT tuning” 

with MC generator PYTHIA
Vincent 

Andrieux

Accomplishments

• Iterative procedure to minimize 
a 𝝌𝝌2 (track+detector parameters)

• Determines relative position of 
>300 detector planes

Precision alignment Robert Heitz

RD vs. MC comparisons 
to understand background contributions 

Left-right asymmetry



COMPASS hall
beam

⊗
sim: 
2.48

±0.12 
μSv / 
hour 
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Angelo Maggiora

• 3M of primary particles reconstructed vs. 0.04M with previously 
available computing resources - factor of 75 more

• This statistical power results in sufficiently small error bars to reveal 
also small differences between the different configurations of 
radiation shielding with concrete and polyethylene.

Accomplishments

Improvement of shielding for better radio protection •
at intensity 100 million pions per second on the COMPASS target.

Simulation with • FLUKA, a general-purpose tool for calculations of 
particle transport and interactions with matter.
http://www.fluka.org/fluka.php

supervised 
radiation area
= 6 x                          

Radio Protection Simulations for COMPASS 2018

New “balcony” concrete shielding installed at COMPASS 
after simulations on Blue Waters

COMPASS hall

http://www.fluka.org/fluka.php


Harmonic decomposition of Drell-Yan cross section 
(polarization independent)
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Example of using DY15 
MC mass production

Riccardo 
Longo

(θ, Φ)

Why it 
matters



λ,μ,ν: improvement by Blue Waters
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Accomplishments Riccardo 
Longo

Results not public, therefore set to 0
Only improvement in systematic uncertainty is shown



• Blue Waters is ~ 10-25 
times faster than CERN 
computing cluster or other 
computing resources 
available to COMPASS

21

Why Blue 
Waters?

“The computing resources at Blue Waters 
are remarkable. For the same amount of 
MC, I need about 5 days at the previous 
computing resources, now I just need 2 

hours at BW!” (Yu Shiang. L, PhD 
student, Academia Sinica, Taipei)

“Without Blue Waters it 
would have been impossible 
to optimize the COMPASS 
setup for run 2018” (Angelo 

M., senior researcher at INFN 
Torino)

Simulation of realistic pile• -up (~100ns) -
increases CPU time by factor of 3

Exploration of phase space at very fine •
granularity: tuning of event generator

Comparison of different generators (e.g. •
PYTHIA 6 vs. 8)

• Detector resolution in kinematic binning 

• 2D efficiency maps - requires to rerun tracking 
code for every of the 200 detector planes

“Before Blue Waters I was 
playing with stones to 

make fire, now I have my 
own stove.” (Riccardo L., 

postdoc at UIUC)

o Generate MC samples needed for
detailed studies of instrumentation
effects on angular correlations
Important for studies of spin-

transverse momentum correlations
Reduction of systematic uncertainties

to or below the level of statistical errors

o Enables systematic studies previously
not possible

o Completion of data analysis within
grant periods. Timely completion of
Ph.D. and Master thesis.



Complete lists of projects 
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Charles Naim and Marco Meyer (CEA-Saclay, France)
(*) Drell-Yan and Jpsi x-section evaluation, acceptance studies
- Impact of the detectors.dat used (TGEANT or alignment) on the 
acceptance + SciFI shift
(*) Mass production for the DY group
- Jpsi x-section: Open-Charm contribution in the mass spectrum

Riccardo Longo (UIUC)
- Test of Improvements of TGeant-Drell Yan MC
(*) Systematic studies for DY measurements
(*) MC for DY Unpolarized Analysis
(*) Beam files test
- Test of unbinned maximum likelihood method

Vincent Andrieux (UIUC):
- NH3 target dilution factor for DY 2015 (NLO & NNLO).
- Check EMC effect for E775 kinematic and targets LO and NLO
(*) Optimization of PYTHIA parameters to match experimental 
data (“kT tuning”).
- Drell-Yan with RF-separated kaon and anti-protons beams at 
future experiment.

Robert Heitz (UIUC)
(*) Sivers and left-right asymmetry from DY 2015.

Genki Nukazuka (Yamagata University, Japan)
- J/Psi production: investigation of the dimuon mass peak shift
- Event migration between cells of the polarized target
Yu-Shiang Lien (Academia Sinica, Taiwan)
- Drell-Yan absolute cross-section and DY & J/psi spin-
independent angular analysis.
- Drell-Yan Test MC with different Primordial kT tuning

Accomplishments

Andrei Gridin (JINR Dubna, Russia)
- Monte Carlo for Double J/psi analysis
- (p) Monte Carlo for GPD analysis 

Johannes Giarra (University of Mainz, Germany)
- (p) Analysis of DVCS cross section

Antoine Vidon, Po-Ju Lin, Brian Ventura, Nicolas 
Pierre (CEA-Saclay, France)
- (p) Monte Carlo for GPD
- (p) Monte Carlo for radiative corrections

(*)= shown today, (P) = planned

Boris Grube, Florian Kaspar (University of 
Munich, Germany)
Waldemar Renz, Mathias Wagner (University of 
Bonn, Germany)
Mikhail Zavertyaev (Lebedev Physics Institute 
Moscow, Russia)
- (p) Meson spectroscopy: Monte Carlo and Analysis

Artem Petrosyan (JINR Dubna, Russia)
(*) Commissioning of PanDA production system

Riccardo Longo (UIUC)
- (p) Running PanDA productions

Angelo Maggiora (INFN Torino, Italy)
(*) Radio Protection simulations for 2018 Drell-Yan run

Robert Heitz (UIUC)
(*) Alignment for DY 2015.

Caroline Riedl (UIUC)
(*) Taring of raw data files for storage on BW Nearline

Drell-Yan

Technical

Hard 
exclusive 
reactions

Meson Spectroscopy

naim
longo
lian1
gridin

meyer1
petrosya

heitz
criedl

nukazuka
pierre1
vidon

andrieux
bressan
chumako
franco
giarra
grube

kaspar1
lin3

maggiora
parsamya
quintans

renz
vasilish
ventura
wagner1
zavertya
zemlyani

student
postdoc
senior

Ordered by node-hour 
consumption (balh):



Products from this Blue-Waters project

23

• Public results:
- Figure 2 of the peer-reviewed publication COMPASS Collaboration, 
“First measurement of transverse-spin-dependent azimuthal asymmetries 
in the Drell-Yan process”, PRL 119, 112002 (2017) is based on MC data 
produced on Blue Waters.
- ~ 20 talks at international conferences and workshops to disseminate 
COMPASS DY results, starting with 2 parallel presentations in April 2016 
immediately after the results had been released (COMPASS collaborators).

• Effective changes:
- Improvement of radiation shielding for COMPASS 2018 run, and consequently enabling higher beam intensity and 
higher statistical precision of real data at the end of the day (A. Maggiora & COMPASS technical coordinator with 
CERN radio protection).
- Modification of BW firewall policy to allow data transfers of high throughput from CERN (C. Riedl with BW IT). 

• Software and coordination: 
- Adaption of COMPASS software, in particular PanDA-COMPASS to BW (A. Petrosyan, R. Longo).
- COMPASS-specific job templates (M. Meyer).
- Coordination of computing project with ~ 25 accounts (C. Riedl, R. Longo et al.).

• 2 allocation managers
• Dedicated mailing list for COMPASS users @ BW

• Detailed documentation on University-of-Illinois Twiki

• Regular working meeting and tutorials

Products

common software package 
(general & COMPASS-specific)

group directory:
/projects/sciteam/balh

setup.sh environment



Broader Impact and Sharing of Data

• Broader Impact

- Outstanding educational potential for a significant number of students and postdocs towards building a 
community capable of using petascale computing.

- NSAC milestone: the Nuclear Science Advisory Committee has designated a measurement of the 
process dependence of the Sivers functions as one of its few performance milestones for DOE- and NSF-
funded research in nuclear physics. 

The Frontiers of Nuclear Science: A Long-Range Plan, The DOE/NSF Nuclear Science Advisory Committee 
Working Group, December 2007, arXiv:0809.3137.

• Sharing of Data

- Mass productions of RD and MC data are transferred to CERN and collaborating COMPASS 
institutions. 

- Method: FTS3 (to CERN) and Globus Online (all other sites).

- The productions will be the reference data to be used by every COMPASS analyzer, 
in particular for analyses resulting in presentations at international workshops and conferences, and
publications in peer-reviewed journals.

24

Broader 
Impact & 

Shared Data



Thank you to the BW team!

• User support (lost token, login difficulties, wrong e-mail address, etc…)

• Increase of Nearline and Online quota

• Data movement to and from BW-tape (Nearline): 
- Advice to tar archive large number of files
- Help with stuck files
- Help with moving old data with the start of a new allocation

• Data transfers from CERN: 
- Solution to gridftp issues on BW side
- Discussion with IT/FTS3 experts at CERN

• COMPASS calibration mySQL data base: advice how to run it without exceeding login-node CPU limit 
including a skype conference 

• COMPASS data work flow: 
- MC mass production: discussion and optimization of load distribution, usage of commtransparent feature
- RD mass production: PanDA optimization and nodes with external networking connections

25

Blue Waters 
team 

contributions
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Blue Waters 
team 

contributions
Strong support in
adapting CERN

software and data
transfer

Broader 
Impact & 

Shared Data

Products

Why Blue 
Waters?

Accomplishments

Key 
Challenges

Why it 
matters

Analysis of large raw data 
and Monte-Carlo data

samples

Blue Waters allows for 
high-precision analysis 

and allows for novel 
studies otherwise too CPU 

intensive.

Exploration of transverse 
momentum- and spin-

distributions of quarks in the 
proton 

Adaption of ATLAS tool 
“PanDA” to COMPASS.
COMPASS-specific job 

templates 

First MC mass productions.
First RD mass production 
with PanDA about to be 

launched.
Input to various physics 

analyses.

Education of students and young 
postdocs in petascale computing.

Creation of reference data productions 
shared with ~250 researchers.



Backup

27



Allocation “balh” (Status May 31)
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Node hours used by project team vs. time (end March to end May)

W12 -
parts 1,2,3

Data volumes

Drell Yan MC

PanDA commissioning

user analysis & alignment

Drell-Yan 
MC mass 

production:

W12 -
parts 4,5

W07 -
parts 1,2

W07 -
parts 3,4,5



29

Mass simulation 
(“DY 2015”), 

example 2 
packages 24h 

after submission 
to BW grid. 

requested 
nodes

cores per 
node

total CPU 
per job

wall 
time

elapsed 
time

node 
type

node 
number



Task March April May June July August sum  [M node 
hours]

Mass simulations 2015  [1M] 2015  [1M] other [1M] other [1M] 4M

Mass prod. real data PanDA 
commissioning

PanDA 
commissioning

PanDA 
commissioning 2015 [0.5M] 2016 [0.5M] 2017  [0.5M] 1.5M

2D efficiency maps 2015 [1M] 2016 [1M] 2017 [1M] 3M

Online production 2018  [0.1M] 2018  [0.1M] 2018  [0.1M] 0.35M

Other  (user 
analysis, MC) [0.1M] [0.1M] [0.1M] [0.1M] [0.1M] [0.1M] 0.6M

sum 9.45M

data transfers to BW 2015 2015 2016 2018 2016 2018 2017 2018 2017 2018 -

30

Numbers between 2015 and 2018 refer to the year of COMPASS data taking.
The  numbers in [square brackets] are million (M) node hours.

… to be continued with part 2 of the PRAC allocation after August 2018

COMPASS Blue Waters: our usage plan 2018 



COMPASS Blue Waters: project time line
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Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec
2016
2017
2018
2019

✉ ✉✉

Exploratoryproposal 
submission✉ PRAC-ACampus

40,000node hours (used up) 200,000 9,440,000

allocationsPRAC-B

(9,440,000 - tba)



COMPASS computing model with Blue Waters (from the PRAC proposal)
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19% experimental data production. 
76% Monte-Carlo data production.
5% physics data analysis.

FTS3: bulk data mover created to globally distribute LHC data.



Raw data management on Blue Waters
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CERN tape
/castor/cern.ch/compass/data

BW scratch (disk)
/projects/sciteam/balh/DATA 

FTS3

BW tape
ncsa#Nearline/projects/sci

team/balh/projectdata
6 PB

Globus 
Online

“slotted” 
directories of 

each 100 
chunks

750 TB

upon production request

tar each 100 
chunks into 1 

tar archive

slot each 100 tar 
archives into 1 

directory

untar & PanDA 
production

Globus 
Online

./MakeListe-slot.sh

./SlotChunks.sh

./MakeListe-tar.sh

Tar.pbs

./CheckTar.sh

1 period ~ 
100,000 
chunks

~ 1000 
directories 
with each 
100 files, 

each file = 
1GB ~ 10 directories 

with each 100 
files, each file = 

100GB
1 chunk = 1GB

1 tar archive = 100GB

2.5 hours 
per 3 

directories

75 min



FTS3 transfers 2018: the ideal case
(files on CERN tape were staged already)
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After some exchange with BW team and FTS3 team at CERN:

14 hours 45 min for 80,896 chunks, with the stunning throughput of 1.5 GB/sec or 6TB / hour, 80 TB total 
Transferring dy15W11-raw (entire period is 97,766 chunks)



PanDA production interface
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The PanDA pilot receives jobs from remote PanDA server, requests •
jobs by preparing PBS jobs and sending them to PBS MOM nodes

The pilot checks if jobs are OK, sends monitoring callback to PanDA •
and, once jobs are finished, performs stage-out of result files to the 
target directories.



dy15 RD mass production at CERN (in 2016 - t3)

36

Jul 26 - Oct 29 = 5 + 31 + 30 + 29=95
Actual running days (histo counts not 0): ~ 52



Campus Illinois allocation 2017 (“baig”): 200,000 node hours
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Campus allocation 2017
“baig”

Node hours used by project team vs. time



The Sivers effect
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observed di-muon 
or hadron

φ

transverse 
proton spin

incoming 
beam

transverse quark 
momentum

PT

EIC “White Paper” arXiv:1212.1701, based on 
M. Anselmino et al., J. Phys. Conf. Ser. 295, 

012062 (2011), arXiv:1012.3565

sign 
switch

no 
sign 

switch

COMPASS Collaboration, PRL 119, 112002 (2017)
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Blue Waters: nodes and CPU’s
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node type remark CPU’s per 
node 

memory per 
node

memory per 
CPU

total number of 
nodes

XK heterogeneous x86 CPU 
& (“accelerated”) GPU 16 32 GB 2 GB 4,200

XE dual CPU x86 processor 32 64 GB 2 GB 22,500
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