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SUPER Broadly Based Effort
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All PIs have independent research projects
SUPER alone isn’t enough to support any of its investigators
SUPER leverages other work and funding, our science pipeline

SUPER contribution is integration, results beyond any one group
Follows SciDAC-2 PERI model (tiger teams and autotuning)
Collaboration extends to others having similar research goals
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SUPER Autotuning
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WSUPER SMG2000 Example
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Parallel search evaluates 490 points and converges in 20 steps.

Parallel Rank Ordering Algorithm - Search Evolution
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~SUPER PAID Objective
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Extend autotuning research to Blue Waters Petascale scientific
applications.

To date we’ve only worked with DOE codes.

Work with Blue Waters staff to identify suitable computational kernels.
We need Blue Waters expertise as we’re missing the rest of SUPER.

Dense and sparse matrix kernels, stencils, and geometric multigrid are likely
good candidates.

Install CHIiLL and perform autotuning experiments.

Offer optimized code variants to Blue Waters investigators.
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