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* Responsible for >95% of the

Ladle

Molten “ll:
Steel 1.4 Billion tonnes of steel
produced every year
Tundish * Harsh environment makes
experiments difficult;
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Continuous Casting Models

Phenomena:
* Heat transfer governs steel solidification

 Multiphase turbulent fluid flow controls inclusion
defects, surface quality, and affects steel solidification

* Shell and mold deformation and stress control
distortion, crack defects and other quality problems

Models:
e Stress analysis (Lagrangian FEM) — ABAQUS

e Fluid flow (Eulerian FDM) — FLUENT
- CUFLOW (inhouse code)
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. IMlicroscale Deformation Analysis
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 Hot tearing”” and porosity defects lead to low-
qguality steel, or worse, a breakout

* Governed by coupled, microscale heat transfer, mass
transfer, fluid flow, and solid deformation at the

solidification front
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ﬁml\/llcroscale Deformation with ABAQUS

astlng
°nsort|um
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Total strain in (Avg: 75%)

-8.384e-04

H H H -9.457e-04
vertical direction 3025603
-1.160e-03

-1.268e-03

-1.375e-03

-1.482e-03

-1.590e-03

-1.697e-03

-1.804e-03

-1.912e-03

-2.019e-03

-2.126e-03

e Strain concentrations in liquid regions
— Most motion occurs in liquid

* Peak negative pressure in roots of
secondary arms
— Insufficient feeding can lead to porosity

S, Pressure
(Avg: 75%)
Pressure stress +4.560e+00
+3.707e+00
+3.280e+00
+2.854e+00
+2.427e+00
+2.001e+00
+1.574e+00
+1.148e+00

: 7.210e-01
Negative pressure means 15544001

. . . -1.322e-01
material in tension 5 e a8e-01




Computation Details

 Small” domain has 2.26 MDOF
* One global FEM Newton iteration = 0.57 Tflop

Average CPU time Wall Clock Time Required
CPU Time
Threads (s) per thread o] g EY=To 5|mulat|on

0. 47 6 80

0.14 5.25

128 6 0.05 5.50
4 0.02 5.50

* Direct solver is limited by communication after 64
threads — need a better algorithm

— ABAQUS/Explicit IS better, but cannot read in multiple
fields



Turbulent Fluid Flow with FLUENT
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o

0.3 0.4 05 0.3 0.4 05
Mold Width (m) Mold Width (m)

Steel only Steel and argon



DES Simulated Transient Flow Pattern
S (quasi-steady state)
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* Center plane velocity distribution*
]

0.71
0.61
0.51
0.41
0.31
0.21
0.11
0.01

0.4 Liquid Steel Velocity Magnitude (m/s)

- 1.11
0.51

i 1.01
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Comparison of Simulated and Measured
e Mold Level

Pressure method:

p, is the static pressure at starting time (160 sec
Al P - D, in current case)
- 0 Pressure at quarter mold point at meniscus is
L8 used in current calculation
112
— measurement
- --o--Calculated mold level (pressure method)
I —u»— Calculated mold level (moving grid)
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Results from both methods match reasonably well with measured mold level
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FLUENT Speedup on Blue Waters

o ® Computing Time per Iteration
M Speedup u

96 128 160
Number of Cores

64 192 224

120

Speedup relative to 1-core on high-end workstation*

*Performance with simple pressure-based top surface level:
Almost no speedup with moving-grid free surface method



Fluid Flow with MHD
(CUFLOW —in-house GPU code)

* Magnetic field can greatly change flow, with potential to
improve quality in commercial CC process
e Difficult to study except by computational modeling

Time-averaged Flow patterns:

No-EMBr 15 :
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L Comparison with Nail Board
6’8’3‘;:;:,39 Measurements Top surface Velocity
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1.0
® Nailboard . .
B DsideRadis . CUFLOW Instantancous * Measured velocity high near
:“E - B Outside Raduus CUFLOW Time Average NF.
3
2 * Calculated velocity maximum
& 0.6 - midway between the NF and
> SEN.
=
8 04 -
g * Maximum of measured
3 velocity quantitatively match
T 02 the calculated velocity during
7 the phase with stronger
surface flow
0.0
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3D Heat Conduction Test Problem

* Multigrid V-cycle with red-black SOR on cube
domain

* PPE solver in CUFLOW code on BW
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CPU and GPU comparisons

Computational time required per timsetep for solving Laplace equation in 3D
Cube with multigrid Red/Black Gauss-Seidel

m CPU-Xeon 5160 mCPU-AMD 6276 mGPU-Tesla C2070 m GPU-Kepler K20x

-
o
|

Time per full iteration step (s/step)

©
—_—
|

73.4
45.56 44.38

21.22

2.91
1.98

0.5t 0.42

128 256 320 384
Number of cells in each direction




3D Conduction Test Problem
S Conclusions

e BW CPU (AMD 6276) is ~2X faster than our
desktop CPU (Xeon 5160)

* BW GPU (Kepler K20x) is ~1.5X faster than our
desktop GPU (Fermi Tesla C2070)

e BW GPU code is 20-30 times faster than the
CPU code. The advantage of GPU is greater
with more grid points

* CUFLOW must be extended to multiple
processors to take advantage of Blue Waters



3D Conduction Test Problem
S Conclusions

¢

e AMD 6276 in BW CPU is twice as fast as our desktop s CPU
(Xeon 5160)

« BW GPU (Kepler K20x) is about 1.5x fast as our Fermi Tesla
C2070

e On BW the GPU code is 20-30 times faster than the CPU code.
The advantage of GPU is greater with more grid points

* Blue Waters supercomputing resource greatly
augments modeling capability for CC research.
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Conclusions

* Blue Waters supercomputing resource greatly
augments modeling capability for CC research.

e Commercial codes (extended with user
subroutines) can perform well on Blue Waters, if
care is taken in problem setup.

— Speed-up of ~¥100X for ~200 CPU processors for
FLUENT with fixed grid

— Little speedup for FLUENT with moving grid, or for
ABAQUS Implicit

e Speed-up of ¥25X on GPU relative to CPU (for
CUFLOW)
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